CHAPTER 3 NOTES – EXAMINING RELATIONSHIPS

Scatterplots
A scatterplot 









. 


The x variable is called the 






The y variable is called the 





When analyzing scatterplots we are looking for 4 things: 
[image: image1]Example: Describe the overall pattern of a scatterplot:
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Describe the relationships displayed on the following scatterplots:
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How to Scatterplot………in the calculator!!!! 


[image: image36.emf]
Describe the relationship for the data above.

Correlation: measures the 


 and 



 between 


. 

· Formula: 

· r must always be between 


 and 


.

· Additional Facts: 
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The formula for calculating the correlation coefficient is: 
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Fill in the table below and calculate r for this data.
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Least-Squares Regression
A REGRESSION LINE describes how a 




 changes as an

 




 changes.

The Least-Squares Regression Line:  consider the following scatterplot.
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THE EQUATION OF THE LEAST-SQUARES LINE
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Givens:

The equation is given by



, where

y denotes 







.
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FACT:  Every least squares line passes through the point 


.

Ex:  Given 
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x17.2,y161.1,s19.7,s33.5,r.997

=====

.  Find the equation of the least-squares line.

If x = 17.2, what is 
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Extrapolation: the use of the regression line for 




 the range of values of the 



 to obtain the line. 

Lengths of dinosaur bones


Scatter Plot of dinosaur bone lengths

	FEMUR
	HUMERUS

	38
	41

	56
	63

	59
	70

	64
	72

	74
	84
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Summary Statistics:
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r =

Determine the least-squares line for the data sets above using the formulas for a and b.  

Verify your equation using the calculator.

Interpret the slope, intercept, and correlation coefficient.

Residual: the difference between an 




 of the response variable and the value 


 by the regression line
Formula: 

Random Example: 
	x
	y
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	2
	1
	
	

	3
	4
	
	

	5
	6
	
	

	6
	5
	
	

	7
	9
	
	

	9
	8
	
	

	10
	11
	
	


1.  Plot the scatterplot for the points above.

2.  Find the LSRL and correlation coefficient. (Round to 4 decimal places)
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 = ______________________________

r = _________________

3. Use the LSRL to calculate the predicted (fitted) value for each x-value.  Fill in the chart above.

4.  Calculate the residuals (
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) and fill in the chart above.
Residual Plot: a scatterplot of the 





 against the explanatory variable.
Facts about residuals: 

· The purpose of a residual plot is to determine if the model (equation) is an appropriate fit for the data.

· The residual plot should look like a random scatter of points.

· If no pattern exists between the points in the residual plot, then the model is appropriate.

· If a pattern does exist, then the model is not appropriate for the data.

Using the Random Example above, 
5.  Create a residual plot by plotting a scatterplot of the 

6.  Create another residual plot by plotting 

x-values on the horizontal axis and the residuals on the 

the 
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-values on the horizontal axis and the 

vertical axis.







residuals on the vertical axis.


7. What do you notice about these two residual plots?

8.  Is the LSRL from question 2 an appropriate model for this data?  Explain.

Influential vs. Outlier: 

· An outlier is a point that 








· An influential point is a point that 








. If removed, it will significantly change the slope of the LSRL. 
Lurking Variable-
a variable that is not among the 





 variables and yet may influence the interpretation of relationships among these variables.
Example: 
	Strength of concrete

	DEPTH (mm)
	STRENGTH

	8.0
	22.8

	20.0
	17.1

	20.0
	21.5

	30.0
	16.1

	35.0
	13.4

	40.0
	12.4

	50.0
	11.4

	55.0
	9.7

	60.0
	6.8



Scatterplot of strength of concrete

Describe the relationship for the data.
Summary Statistics:
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r = 

Determine the least-squares line for the data sets above using the formulas for a and b.  

Verify your equation using the calculator.

Interpret the slope, intercept, and correlation coefficient.

Use the prediction model (LSRL) to determine the following:
· What is the predicted strength of concrete with a corrosion depth of 25mm?
· What is the predicted strength of concrete with a corrosion depth of 40mm?


· How does this prediction compare with the observed strength at a corrosion depth of 40mm?
Assessing the Model: 
Is the LSRL the most appropriate prediction model for strength?  r suggests it will provide strong predictions...can we do better?

To determine this, we need to study the residuals generated by the LSRL.

i. Make a residual plot.

ii. Look for a pattern.

iii. If no pattern exists, the LSRL may be our best bet for predictions.

iv. If a pattern exists, a better prediction model may exist...

Coefficient of Determination ( r 2 ): 

· r tells us about the relationship between the explanatory and response variable. 
· But r 2 tells us the proportion of variation in y that can be attributed to an approximate linear relationship between x & y
· It remains the same no matter which variable is labeled x
Summary-
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Strength





To calculate the correlation coefficient, we must calculate the mean and standard deviation for x and y:
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Interpretation:





The least-squares regression line makes the 		 of the points from the line 								.


Least-Squares is the most common, but not the only, method for finding a regression line.











b = 			








a = 





x





Residuals





Residuals





� EMBED Equation.3  ���





When exploring a bivariate relationship:


Make and interpret a scatterplot:


Strength, Direction, Form


Describe x and y:


Mean and Standard Deviation in Context


Find the Least Squares Regression Line.


Write in context.


Construct and Interpret a Residual Plot.


Interpret r and r2 in context.


Use the LSRL to make predictions...





Interpretations:   (replace the underlined items with correct values or words in context)


Slope:


For each unit increase in x, there is an approximate increase/decrease of b in y.





Correlation coefficient:


There is a direction, strength, linear of association between x and y.





Coefficient of determination:


Approximately r2% of the variation in predicted y can be explained by the LSRL of x.
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